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ABSTRACT

This research paper highlights the gradient problem which occurs during the training of the neural nemwortk.
During the fraining, the loss is calculated fill the desired output is obtained. With the help of loss, we get the
magnitude and direction to change the weights. This weight change is done by the chain rule where we multiply
the derivatives. This works well for the shallow network but as the number of layers increases, the value of these
derivatives becomes vanishingly small causing vanishing gradient problem or very large causing exploding
gradient problem.
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INTRODUCTION

A Neural network consists of interconnected weights, biases, and activation functions. The sum of the product
of input and weights becomes the net input which is then given as an mput to the activation function. The output
of the activation function becomes the actual output of the neuron The group of neurons 1s various layers form
a neural network where each neural output participates in the decision making.

To make correct decisions, it is required to train the neural network. The above process continues for layers till
the last layer arrives. At this point, we check whether the output obtained from the last layer matches the target
output. If 1t does notf, we need to adjust the weights. This adjustment of weights 1s done by a method called
Backpropagation.

When the actual output and expected output don't match, a loss is calculated by a function called as loss/cost
function.
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In Backpropagation, to change the output from the output nodes, there is a need to update the weights
connecting the output layer. Another way to do this is to change the nodes of the previous layer which is the
activation output. As we cannot directly change the activation output as it has been influenced by the weights
and activation outputs of the previous layer, we need to make modifications in the weights of the previous layer,
this process continues till we reach the first layer where we cannot change the actual inputs but we can change
the weights. We are moving from right to left for a slight change in the output value.

The rate at which we change the weights is called the learning rate. Learning rate 1s the most important
hyperparameter in training the neural network A high learning rate may converge too quickly to a suboptimal
solution and may skip the necessary values. However, a low Learning rate may lead to a slow traming of the
network and might cause the network to get stuck. So choosing an appropriate learning rate i1s of most
importance.

CONTENT
The Gradient is a numeric calculation that allows us to adjust our parameters in such a way that the desired
output 1s obtamed with minimum deviation.
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